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'I often say that when you can measure what you are speaking about, 

and  express it in numbers, you know  something about it; 

but when you cannot express it in numbers, 

your knowledge is   of a meager and unsatisfactory kind " 

Lord Kelvin.  1883 
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ABSTRACT 

An automatic measuring system lor time-varying 

optical images is described. After the operator specifies 

the location of the segment to be measured on an outline 

image produced by the system, the equipment periodically 

prints the current length on a teletype. A detailed study of 

optical edge detection by two different transformations is 

given. Finally tests of the system as a means of measuring 

and recording dynamic blood vessel diameters in the ra! 

mesentery are explained. 
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A COMPUTER-DIRECTED SYSTEM FOR MEASURING 

DISTANCE BETWEEN EDGES IN OPTICAL IMAGES 

1.  INTRODUCTION 

Since the invention of the microscope, laboratory technicians have spent countless hours 

at the tedious task of making various measurements with that instrument. Lengths and areas 
under the microscope ".le of special interest in many metallurgical and biological problems. 
Direct visual measur;ment can be accomplished by inserting a calibrated scale or grid in the 

field of view and c nparing the specimen to this reference. However, the difficulty involved in 

aligning the reference with the dimension to be measured and magnification of any motion in 
the field of view make accurate measurement by this method arduous and time-consuming, 

though certainly not impossible. Furthermore, it is almost impossible to make several measure- 

ments simultaneously by the traditional methods. Since speed and accuracy are the forte of the 

modern digital computer, this instrument may be reasonably expected to provide valuable aid 

in  making  microscopic measurements,  or more  generally,  measurements on  any  optical  image. 

1.1    OBJECTIVES 

A general purpose measurement device for optical images has many potential applica- 

tions in biological microscopy (finding the size of cells, measuring distances between cells 
and between parts of cells, determining the length of dendrites), in metallurgy (calculating 
areas of phases by numerical integration), in aerial photography (measuring the distance between 
various physical features and man-made structures, finding areas covered by particular types 

of vegetation), and in other diverse fields. Such a system should be capable of swiftly computing 

the distance between any two object edges visible in an input image, as specified by an oper- 

ator. This work demonstrates the versatility of an existing image processing system to serve 

as the vehicle for a general purpose optical measurement device. First the problem is explained 

and then previous efforts are summarized. In the last section of this chapter the existing image 

processing system is described. 

What specifications should be given for a computer-directed measurement system for 

optical images? Interaction between the s'stetn and its human operator is an important con- 
sideration; on-line performance is desirable, particularly when the measured variable changes 
with time as in the example described below. 

Results   should  be  consistent  as well  as   accurate,   and  they should   be  given  in  a   con- 

venient  format.     Suitable  methods  must  be   available   to  monitor  the   system   and   appropriate 
system parameters should be easy to adjust so that performance can be optimized. 

A  good test for such a device is dynamic blood vessel measurement.    Blood vessel dia- 



me icrs   are  known to be a function of the  sympathetic nervous  system  activity and endogenous 
vasoactive   substances   in  the  blood  stream.     Physiologists  have  also  injected  various drugs 

into animals ard observed the resulting dilations and/or constrictions of the animals' vessels. 
However,   the   vessel   diameter  reactions   are  often   rather  complex   and  hard   to  monitor for an 
extended  interval of time.    For instance,   expansion of vessels on one  side  of the circulatory 
system  (say,   the  arterial) may be  coupled with  simultaneous  contraction on  the other (venous) 
side.    Also,  immediate constriction may be followed by long-term dilation, or vice versa.   More 
information on the mechanisms of capillary blood flow may be found  in Chambers and Zweifach.' 

Although much  is known in a qualitative  way  about the effects of particular drugs, rela- 
tively  little quantitative data has been obtained.    Such quantitative data would, however,  be  of 
great benefit to physiologists.    One method of investigating the reaction of blood vessels to a 

drug   is   by   examining  particular   living   arteries,   veins,   and   capillaries   through  a microscope 

over a period of time  after the injection. Linking a microscope with a computer-directed measure- 
ment   system  for optical  images as  envisioned above  should furnish a way  to  acquire accurate 

vessel   diameter data  rapidly  and   easily.     This   work  describes  the  development of an optical 

image  measuring  system  and  subsequent testing of the  system  as  a means   of measuring blood 
vessel diameters. 

1.2   LITERATURE SURVEY 

Many computer systems have been designed to expedite measurement of physical quan- 
tities: time, distance, pressure, temperature, chemical properties, and numerous other variables 
are swiftly and accurately recorded, even in environments hostile to man. Indeed, every pattern 
recognition system measures certain input variables in order to produce a decision, although 

the measurement may not be of the conventional variety. The endless variety of measuring 

systems precludes any exhaustive summary of all computerized mensuration schemes. Instead, 
some methods of making measurements on optical images with emphasis on microscopic bio- 
logical subjects are described briefly. 

Mann2 gives an account of a system whose hardware is very similar to that presented in 

this work. (See section 1.3.) Although no measurements are recorded, the scheme makes 

use of a image dissector television camera and a small computer. Furthermore, the task is 

finding edges in the field of view, so one expects that finding the distance between these 
edges would not be a difficult extension of the program. While the particular application des- 

cribed is not length measurement, this example demonstrates the flexibility of a programmed 
image  dissector. 

Another digital picture processing  system  is   titled  Film Input to Digital  Automatic Com- 
puter or  FIDAC.3-4     FIDAC  consists  of (a)  a   scanner  which  rapidly   loads   a picture from film 
into an IBM 7094 computer memory  point by point and (b)  the elaborate programs  which can be 
called   to operate on the    digitized picture.    The   concept of choosing particular subroutines to 
process a given picture is appealing.    This  system is used in particular for pattern recognition 
studies (for e.g., analysis of photos   of human  chromosomes for variation that indicate genetic 
deficiencies.)   Since FIDAC accepts only film input, it cannot function as a true on-line system 

because  a roll of film must be developed before  the  information it contains  can  be put into the 

computer.     Thus,   dynamic  measurements   cannot  be  made   automatically  by   FIDAC.    Although 
speed   is gained by processing picture points  thai  have  been previously  stored in  the memory, 
the  convenience of the two-dimensional format in the image is lost. 
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■ Several   examples   are   now   cited   to   illustrate   useful   combinations   of microscopes  and 

various   electronic  scanning devices.    A few  of these   instruments  are  available commercially, 

while the others are experimental equipment. 

Commercially-available  instruments   include   the Jarrell-Ash Quantimet.5  which consists 

of a television camera and monitor, a microscope, and circuits for control and feature detection. 

I              A beam-splitter allows the operator to select the microscopic field  of interest while the camera 
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ontinuously scans the same field. Video output from the camera can be electronically ana- 

lyzed by logic circuits to measure (a) percentage area occupied by features with density above 

or below a variable threshold, (b) number of intercepts of scan line with feature boundaries, 

(c) number of features in the field, and (d) size distribution of features, A disadvantage of the 

system for making linear length measurements is the lack of a means to select a single line 

from the raster for measurement. Nevertheless, the area fraction and average-length features 

are attractive for many metallurgical and  biological applications. 

Two measuring devices that are very similar in operation are manufactured by Airborne 

instruments Laboratory. The AIL Type 490 Flying Spot Microscanner combines a flying spot 

scanner and a microscope,6 whereas the AIL Type 491 Flying Spot Particle Analyzer applies 

the same scanner to photographic film.7 These systems have about the same capabilities as 

the Jarrel-Ash system discussed above; however, the operator may also select a single line 

for study with the All, instruments. Alt three commercial devices are somewhat inflexible; 

they can measure directly only in the scan line direction and they have fixed programs for 

making measurements. Therefore, they lack the versatility that is present in stored program 

equipment and which is highly desirable in a general purpose measurement system. 

Another   television  microscope   which  uses   the   flying   spot  technique   has   been  built  in 

the LJ.S.S.R.8    Instead of the electronically deflected beam used in most flying spot scanners, 

the   Russian  instrument has  a  high  intensity   light beam  which is mechanically deflected  by a 

system  of mirrors;  however,  the  transmitted   light  is  collected  into a  photomulliplier  tube just 

as in conventional  scanners.    The device is designed for biological  studies, bu!  its particular 

use  at  this   time  is  not mentioned  in the  article,  nor  is  any  indication given that it has been 

used  to  automate  length measurements.    But  the  great  potential  advantages  of using scanners 

and microscopes together are succintly summarized by these authors: 

The   principle   of   line-by-line   scanning   in   the   formation  of a   television 
image  alleviates  the  problem of extracting quantitative   information  from 
the image of a specimen.    Observation of an oscillogram of a video signal 
extracted from  a television rasier makes  it possible  to judge  the amount 
of   light   absorption  by   the   specimen   and   the   linear   dimensions   of the 
object that coincide with the scanning direction.8, P"go 292 

Izzo  and Coles have reported a highly  specialized   device for  identifying rare blood cells 

which  uses  a  vidicon  television camera  looking  into a microscope.'    While  this   tool quanii/cs 

the  image  of a  cell  into  just two levels  before  further processing,  the  sequential" shrink''   .il- 

gorithm   used   to   size   cell   parts   is   a   good   example   of   the   sophistication  made   possible b\ 

digital procedures. 

Other examples of microscopic   scanner  applications   are  given  In   Johnson  el   .il.10   and 

Warner and Brown. 

Next, another kind of measuring tool for minute images is siimman/ed. An analog com- 

puter serves to measure distances along neural detn!-ites in a microscopic measuring system 

announced by (ilaser and Van der Loos.'2 Fndpoints .ire communicated lo Ihe system In me.ms 

of a foot pedal. Between these coordinates (located in the field by means of crosshairs) all 

linear motions of the  stage  in X,  Y.  and  /  are  sent to Ihe  compuU i  via transducers, and these 



motions are integrated and summed in the computer to determine dendritic lengths by means of 
the Pythagorean theorem. While this procedure may sound slow and awkward compared to 
digital techniques, it is actually rather accurate and efficient. The slow semiautomatic oper- 
ation   is   dictated  by   the   complexity  of the  dendnttc   structure   that the   system   is   designed to 
measure. 

The  results  perhaps  most  directly comparable  to  those   to  be  described  in  this  work are 
those   reported   by   Wiederhielm. 13-15      Based   on   an   idea   originalIy   suggestej   bvBlockJ« 

Wiederhielm's arrangement consists   of a vidicon camera looking  into a microscope." A K-mirror 
system   is   provided  to  rotate  blood  vessel   images   so   that   they   are  normal   to  the raster scan 

direction for accurate measurement.    Gating allows  a single   line  to ba  selected from the raster 
lor analysis,  this  line   is marked (unblanked)  in the   monitor image   and  the  video for the   same 

line is   recorded   by   an  oscilloscope   camera.     In   addition   the   same   signal  may  be applied to 

another  scope  on which  a  history of the particular  line  is   built up by recording the traces   in 

sequence.    Finally, the same video signal can be applied to a measuring circuit, which includes 
a Schmitt  trigger  that  can be  adjusted   to trigger  at any  selected  level on  a waveform.   In turn 
the  trigger turns on a ramp generator at the   leading edge of a vessel waveform and  turns   it off 
at the  lagging edge.    The peak amplitude reached by the generated ramp provides a convenient 
indication of the   vessel width. 

Measured  vessel  widths  are  utilized  by  an  analog  computer to calculate other variables 
of  interest   in Wiederhielm's  system.    All data,  including vessel  outer diameters  as measured 
are  recorded by polygraph.     Baez has developed   a  similar method by employing  the  concept ' 
of .mage-shearing,  which claims  accuracy better by  a factor of ten or more than  the resolving 
power of the  optical system.17'18 

Summarizing, the method of scanning a microscopic image with a storage-type television 
camera is attractive because quantitative information on densities and dimensions is easy to 

obtain from the electrical signals which are generated. The large monitor picture is also easier 

to see than a microscope image. Adding a computer to the television microscope allows rapid 
measurements to be made and recorded automatically. 

However, various disadvantages of the systems above make them inadequate as general 
purpose measurement devices for optical images. Virtually all are conf.ned to scanning a 

single type of input, i.e., either a microscope image or a film transparency, but not both. 

FIDAC and other film input systems suffer from the inability to scan on-line. The commercial 
instruments (Quantimet and the AIL scanners) are low in cost, but they lack versatility as does 
the special tool described by Izzo and Coles. The Russian flying spot microscope is mechani- 
cal and therefore slow. Although the analog measuring system reported by Glaser and Van der 

Loos requires no image processing or interpretation by the comPuter(and so might be considered 
more reliable), it is also slow. While speed is not a primary requirement for all optical mea- 
suring instruments, it becomes important whenever several objects must be measured almost 
simultaneously, as in the case of pressure flow studies  on blood vessels. 

Wiederhielm's system permits only one object to be measured at once and it is also 

restricted to microscope images. Furthermore, the analog circuitry used to make the measure- 

ments is not as flexible as a digital computer program. The image-shearing device reported 
by   Baez   requires   a  trained   operator  and  only  fifteen  measurements   can  be  made   with  it in a 
minute. 

Avoiding the disadvantages listed above, the system explained in this work is fast and 
flexible. Moreover, it can operate on-line and it can accept input from either a microscope or a 
transparency.   Next, hardware aspects of the system are discussed briefly. 
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1.3    IMAGE PROCESSING SYSTEM 

Making   length  measurements  automatically   with a  digital   computei requires  that some 

kiiul of digital picture processing be performed first.    A convenient way to describe luis oper- 

ation is to consider transformations made  on a digitized picture by an image processing system. 

A  digitized   picture   is   a  matrix   of picture  elements,  each  of which  is  defined  by its row, its 

column,   and its particular descriptive  value.    Such elements  are  called points  throughout this 

work.    Although many  variables  (for example, color,  line,  contrast, etc.» can be associated with 

the points, only  a finite range of intensity values  is necessary   in the following scheme.   (The 

concept of intensity is   used here  instead of density because the  latter word is more often con- 

nected with film, whereas microscope images must also   be treated,)    Rows of points are termed 

lines and   a number of adjacent lines   are called a picture or an image.    Transformation of a given 

picture into another is accomplished by changing the value of each point m an input image   to a 

new value according to some function.    Although transformations often greatly alter the appear- 

ance  of a  picture,  they   can  considerably  improve   it  for measurement,  pattern  recognition, and 

other tasks. 

Image processing systems may be easily described in terms of their components (a) a 

scanner used to convert an optical image into signals (usually electrical) that are most con- 

venient for the processor, (b) a processor, which performs the transformations mentioned earlier, 

as well as any additional data manipulations, such as pattern recognition or measurement, and 

(c) an output, which may consist of a display device for the transformed image < r some device 

to record the classifications or measurements made by the system 

Figure 1 is a block diagram of the particular image processing system used in this studs. 

Note that two kinds of input images are available. Transparent film may be placed against a 

panel fluorescent light source set in front of the camera or small specimens may be viewed under 

a micoscope with the resulting enlarged image reflected into the camera by a front-surface 

mirror. The image dissector television camera serves as a scanner for both forms of input by 

converting the optical intensity at a particular point to a voltage signal which is sent to the 

LINC, 

Coordination   of  the   input   and   output operations   as   well   as   processing  of  the  data is 

performed by programs in the  LINC,   Communications   from the LINC to the other devices (such 

as X and Y deflection of the camera) are handled via digital-to-analog converters  in the I.INC, 

and   analog  intensity  data  flowing  to  the  LINC  from  the  image  dissector enters  via analog-lo- 

digital  converters  in  the LINC.    The analog preprocessing circuit between the camera and the 

computer   consists   of amplifiers   for gain  and   offset which  allow   conversion of camera output 

voltages  to the range  sampled by  the  LINC.    A  logarithmic amplifier is  also included because 

optical  intensities   in  a typical image  cover many decades.    This wide range means that if the 

linear amplifier  is  set so that  it has  a maximum output voltage  corresponding to  the maximum 

input intensity,  several  intensity decades  at the dark end of the  spectrum are compressed   into 

a very  smalt voltage difference.     The logarithmic amplifier spreads  each intensity decade over 

the same voltage increment. 

Outputs from the system may include measurements and tabulated parameters on the tele- 

type or images on either of two scopes, A Tektronix 561 A Oscilloscope can be used to provide 

a halftone reproduction of the image as seen by the camera while a Tektronix S()4 Storage 

Oscilloscope supplies a way to save two level (outline) pictures generated by the system, 

finally the image produced by either scope may be observed directly by the operator or it may 

be recorded by means of a Polaroid scope camera. 
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Figure 2.  Photographs of the Equipment 



Further details regardmg the I INC may be found in the references."•2o    Guignon and 
Kline21 have previously described   the image processing system. 

The   image   processing   system   can  be   seen   in   Figure   2(a).     On   the   table   is the image 

dissector camera  looking at the fluorescent  light  source,    linder the table  is  the preprocessing 

equipment, and the LINC console as well as one of the display  scopes are in the background. 

Figure   2(h)   shows   the  microscope  on   the   left  with   the   camera   looking  into   it   from the right. 

The   specimen  may  be  observed through   the  binocular  eyepieces  on  the   left  or  a  mirror inside 

the microscope can be turned to let the camera see   the same image. 
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2.  THEORY OF IMAGE OUTLINES 

In many picture-processing applications some small portions of the copious data in an 

original image provides sufficient Information for making the desired measurements or inter- 

pretations of the image. Fot example, the luxuriant colors present in a particular picture may 

be irrelevant to categorizing the textures m the image or to counting the number of objects in 

the scene. Perhaps the most obvious and the most important picture simplification for many 

purposes  is the outline image, which displays only the edges present in the original. 

Outlines become importanl whenever the edges of objects in an image supply the mlor- 

matton to be processed. Counting objects, determining their dimensions (heights, widths 

diameters, perimeters, or areas), ascertaining their shapes (as in identifying symbols or char- 

acters), and cataloging their relative locations represent examples of operations for which 

outlines contain ample input data. The measurements which are the subject of this work cer- 

lamly may be obtained from suitable   outline   representations of the objects. 

Uns   chapter  therefore   discusses   the  general   concept   of producing  outline  pictures  as 

well  as  some practical methods which have  been  suggested or utilized for that purpose     Also 

included    is   an   elucidation   of   the   digital   preprocessing   which   conditions   the   input  signals 
before  the edge detection operations. 

2.t    PRODUCING OUTLINES BY DIFFERENTIATION 

Although   seeing   the   outlines  or  contours   of objects   appears   to   be   a   sophisticated and 

.mportant   part   of  human   visual   perception,   workers   in   the   field   of  picture   processing have 

apparently   made   little   reference  to  the   study  of psychophysics.     Thus,   discussions   of what 

constitutes a visual edge  and how best to represent it  in an outline picture are infrequent and 

inadequate.     Perhaps  worthy of future   investigation   is   the  observation by  the  great physicist 

Ernst Mach  that the human eye emphasizes   areas where  there is   a change  in the rate of change 
of luminance with respect to distance. 22, page 2,7        WhiIe secing lllachincs canniU |n tho  ^ 

future be expected to rival human visual perception in sophistication, and   whereas there is some 

ev.dence  that machines  should not be  built  so as   to  perform  their  tasks  in  the same way that 

humans   do,   still   there   is   interesting  and   useful   work   to  be   explored  in  this  area of psycho- 

Physics.   (Iibson.23 Attneave and Arnoult.24 ,Iumch and ,,amt.son.25 Graham,«« and Attneave«? 

have discussed this  subject.    Outside the field of psychophysics.  interesting experiments have 
been performed by H.ggins and Jones" to show the reiationship between subjCL,tlve jut]gnienls 

ol  the  sharpness of a photograph and   the  acutance of the photographic material.    Acutance is 

determined from the intensity-distance profile of a knife-blade image of the same material. 

The term "edge" as used here refers to a boundary in an input image which divides a 

region of lesser density from a region of greater density. The goal of outline processing is to 

produce an essentially two-level (binary) picture in which one level accurately reproduces all 

such boundaries in the original and the other level serves as background. (Occasionally there 

may be applications which require several levels to yield various edge intensities.) It follows 

from this definition of an edge that the detection of edges in an input image in order to produce 

the corresponding outline image must involve a process of differentiation. Some form of differ- 

entiation of intensity or density with respect to distance in the image is required to locate 

edges, and   the magnitude of this derivative g.ves some measure of how sharp the edge  appears. 
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An  inevitable difficulty associated with any differentiator is noise.    Examples of noise 
assocuited  w.th input  .mages   are noise voltage  superimposed on the electrical  signal repre- 
senting the ,mage  and film grain noise associated with a photographic transparency of the image 
Any deviation from the input signal is increased by the operation of differentiation 

The errors which can be introduced in the specific process of detecting out-mes arc- 
demonstrated in Figure 3 .here intensity increases upward on the vertical axis and distance 

along the scanned line increases toward the right on the horizontal axis. On the left (A and B) 

are examples ol no.se pulses and bursts which may be falsely identified as edges The burst 

atC -ay cause the true edge, which should be placed at E,. to be located at Ee. Likewise the 
no.se labeled D makes edge E2 appear steeper than ,, actually is. All these effects make it 

important to maximize the signal-to-nolse ratio in an image processing system, especially when 
the outlines created are to be the input to a measuring routine. 

After reducing the noise amplitude as much as possible by proper electronic design 
several means can be used to further minimize the effects of the no.se. A simple integration 
performed by ar.thmetically averaging several sampled intensities together suffices to dimmish 
or ehminate some noise pulses. However, this operation also distorts real edge signals by 

reducing their steepness and amplitude. Another way to attenuate the influence of .mage noise 
.s by using d.g.tal procedures to distinguish it from true edges: Chapter 3 Will deal with some 
operations for this purpose. 

2.2 METHODS USED TO DEVELOP OUTLINES 

Numerous schemes have been proposed to allow generating outline images, and some 

representative examples are considered below in order to provide background for the system 
described later in this report. A distinction should be made between binary input pictures and 

multilevel .mage inputs. Although further transformations may be required to create binary 
out mes from a two-level input, the edges in the image are already inherently present Never-" 
theless brief examination of the outlining procedure for binary inputs reveals the nature of 
the problem and  gives  valuable ins.ght into the multilevel case. 

Brain   et al."  have   Investigated  photographic means of changing  multilevel representa- 
tions into two-level images.   An example of these methods is the production of an outline photo- 

graph by using a defocused photographic positive in register with the negative of the same pic- 

ture.    Each Of the methods   described either tends  to be  inadequately sensitive   to edges   in the 
or.g.nal   or encounters  difficult.es  due   to photographic  gra.n  no.se.    Clarke30  reports   another 

photographic  process  winch uses  infrared radiation to ,ue,Kh  luminescence  at those positions 
where   a   negative   lets   light   through.     Although   str    mglv   good  outlines   are   produced by this 

process,   methods    employing   sophisticated   pnotogranhy   Sfe    ,ot   compatible   with   the  on-line 
cappb.l.t.es des.red in the present applications. 

Algorithms   which   generate   a   successful   outline  of objects 
in  a binary input picture  can be described in  terms of the immed- 

iate   neighbors  (A,  B, C,  I),  E.  I-, Ci,  and   II) of the  cell labeled 
X   in   the  diagram  on   the  right.3'     „• x*   rcprescnts   llle contents 

of   the   cell   X   after   the   operation,   then   it   can   be   described   as 

A B ( 
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the Boolean function 

ir slightlj loss accurately as 
X*     MAHC.D.H   ir,  H) 

X*     X(B+D+E+G) 

Notice   that   these  expressions   yield   symmetrical  outlines   with   respect  to  the  original  image 

However.  the>   also propagate  single   isolated bits   and chains  of bits which represent very thin 

objects that should therefore not have well-defined outlines in a binary quantized space.   Hence 

these algorithms illustrate some of the dilemmas intrinsic in the outlining process. 

Binary edges have been traced or followed by Minot.32 The procedure used involves 

serial scanning ot the image until a black (object) cell is encountered. Then the program traces 

along the hlack-uhite edge meanwhile watching for subtle cases of very thin edges, until the 

original edge cell is met again. Th s early work demonstrates several of the fundamental con- 

cepts associated with the problem of sequentially constructing outlines, such as the necessity 

tor recognizing and handling properly "link" structures between larger areas and the subtleties 
oi   detecting  edges enclosed by other edges. 

(iuignon33  produced  outline  output  images  from  multilevel   input  pictures   using  the  same 

hardware,  except for the microscope,  that  composes  the  present  system.    The  basis  of the pro- 

cedure utilized is a two-dimensional intensity derivative approximation:    the d,splayed intensity 

depends upon  the intensity difference in the  vertical direction and  in the direction'at forty-five 

degree  from the vertical direct.on.    That is. the  intensity at any given point is subtracted from 

the   intensity   of the  point   at  the   same  position   in   the  previous   line,   and   then it is subtracted 

from   the   intensity  of  the   next  point  in  the   previous   line.     The   greatest  of these two absolute 

differences   becomes   the   display   intensity.     Hence   the   displayed   point   has   an   intensity pro- 

portional   to the  magnitude of the   edge,  and  both  horizontal  and  vertical  edges   are effectively 

detected   simultaneously.     Advantages  of such  a  scheme   include   an   indication  of how  abrupt 

the edge  is and   u production of the outline  image  in a single  raster scan, as compared with the 

programs   described   later   in   this   work   which   differentiate   only   in   a    single   direction   and so 

require   two   complete  raster   scans   in order   to detect  all   edges   in  an  input  picture.   However 

measurement   must   take   place   in   one   direction   only,   so   a   scheme    which   finds   edges  simul- 

taneously    in   two  directions   makes   unidirectional   measurement   more difficult   to  implement. 

One disadvantage of this method is a tendency to d.splay dark gray points in regions 

where the intensity slowly varies without forming a true edge. Also, a multilevel display must 

be used: if the display, is to be on-line as desired, an expensive multilevel storage scope is 

required. Moreover, no attempt is made to eliminate noise, and comparatively thick edges arc- 

displayed because several points are sampled on a typical edge scanned by the   system. 

Problems involving computer perception of three-dimensional solids led Roberts34 t0 

derive a new differential operator for detecting edges in pictures. Moreover, three criteria art- 

listed which are important in judging the success of any edge-producing operation: (a) sharpness 

of the edge produced, (b) minimum background noise, and (c) edge intensity corresponding to 

the capacity of a human eye to detect the edge in the original image. Roberts comments that 

the number of samples used by the edge producing scheme determines the sharpness of an 

edge, that operators symmetric in the horizontal and vertical directions reduce the background 

noise, and that using the square root of the intensities in calculations yields correct edge 

intensities.      Hence   the   functions   he   uses   to   find   edges     are   described   by   the   equations 



■13- 

y id \ xi, 

z ■   , = \/ (V, 1,1        V   VVi ,)2' (y, 

where 

i + 1, i + i'       '" i ' i, 

tlu 

yi.M i^ 

te xi(i l8 the mit.al intensity value of tne pomt at the intersection of column i and tow j 

and Z|(| 1S the computed derivative value which is proportional to the probability of an edge 

through the point. Good results have been obtained by this method, but it requires use of a 

half-milhon bits of storage and extensive calculations which prohibit its use as an on-line 
measurement system except perhaps with large computers. 

Images are processed as two separate components by Schreibens synthetic highs  system 35 

A   low-pass   filter  yields   a   signal   which  describes   the   level   in   the  original  picture   while at 

edges a dillerentiator supplies the signal which is digitized by an edge encoder.    Considerable 

savings   m   the   band   width  required  to  transmit  an   image   can   be  realized  with   such a system 

but  for the  problem of measurement described  here,  the  level  information  is  useless  while the 

differential signal does not contain sufficient information to be useful without further processing 

Another elaborate  scheme for detecting edges is the use of masks to compare the amount 

of light transmitted by adjacent areas of the original image.3* Brain et al. produce KT-l replies 

of an  input   image  which  are  presented   to  512  mask   pairs,  each  of which  allows light to pass 

through two  small adjacent areas.    If one mask of the pair allows considerably more light trans- 

mission  than  the  other,  then  an edge  is detected along  the mutual  boundary of the masks     By 

producing   mask   pairs   whose  mutual  boundaries   are   centered  at  various   positions   in   the  image 

and  are  aligned  at  various  angles  with  the  horizontal,  a meaningful   selection of edges can be 

detected.     Nevertheless,   such   a  device   cannot  easily   attain   the   resolution  available  through 

other   systems   and   hence   is   better   adapted   to   optical   character  recognition,   for  which   it is 
currently used. 

Summarizing,   none  of the  procedures just  described  is  completely   suitable   as   a  means 

to  produce  outlines   which   can  form  the   basis  for  on-line  measurements   utilizing  the  present 

.mage processing system.   Briefly, the primary disadvantage of each process for this application 

is   now   [tsted.     Photographic  film   techniques  are   too   slow   and   cumbersome   to permit on-line 

processing.      Because   the   specified   input  has   many   levels,   binary  methods  are  not  directly 

applicable,   although   the   concept  of outlining   can  be   neatly   illustrated  with   two-level-input' 

processors.   Guignon's greatest-absolute-difference method is nearest to the required algorithm 

but it does not produce sharp edges and it is inconvenient lor measuring between edges because 

It  detects   edges   in   two  directions  at  once.     The   functions   Roberts   utilizes  are   too slow for 

on-l.ne  processing  with  the  I.INC"  and also require more memory  than  is available      The Brain 

mask   system   and   Schreiber's   synthetic   highs   system   are   unnecessarily   complicated   for this 

apphcat.on.   Therefore, the techniques described  in Chapter 3 are proposed.   Some preprocessing 
of »he input data is required, however, and  this is explained next. 

2.3   PREPROCESSING FOR NOISE MINIMIZATION 

Difficulties   imposed  by  noise   have  been  described   above.     Various  forms   of arithmetic- 

averaging   were   applied   to  the   input   signal   in   an   effort   to  diminish   the   effects  of this noise 

with   a  minimum-time  operation.     One   unsatisfactory   approach   is   to  average  together several 

samples   from   the   same location   in  the   image  with  the  aim  of reducing noise generated in the 

electronic   circuitry.     Although   some  reduction  of noise   is   accomplished  by   tins  process   the 
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extra time necessary to perform it makes it undesirable, (Also some electrical integration by 

means of a filter is built into the preprocessing circuitry; while this method is faster than digital 

averaging, il does not eliminate all the noise.) Averaging several adjacent noisy input inten- 

sities  together yields profitable  smoothing, however, and this operation will now be discussed. 

Important parameters of the  type of averaging described here  are (a) the number of points 

to   be   included  in  each  average  and (b)  the   spacing  (also  expressed as  the number of points) 

from   the   center of one  average  to  the  center of the   average   with  which  it is to be compared. 

Both   variables   were   assigned  values   in  powers  of  two   only   in  order  to   simplify  their imple- 

mentation  in the  computer programs.     The  advantage of the  first parameter (points  average) is 

easily understood:    the greater   the number of points contributing to each intensity average, the 

smoother the processed waveform.    The  spacing, although perhaps not as obvious a variable as 

points  average, controls the amount of overlap of the averaged points, i.e., the number of points 

which   contribute   to  both of the   averaged  points  that  determine  the  derivative  at a particular 

location.    For notational  convenience  the format m  ■   n  is  used to refer to processing where m 

points   are  included  in  each  average  and n  points   separate  the  centers of averages which are 

compared.     Note   that  m   is  always   the  first  parameter  used;     spacing   is   determined after the 

averages have been calculated, in Figure 4 examples of the format can be studied. For instance, 

(a) illustrates the case where the averages compared have minimum spacing without overlapping, 

i.e.,   where  m      n.    In  (b)  the   averages  do overlap (nrn)  while  the averages in (c) are widely 

separated (ITKU).   Note that all numbers are given in octal. 

In order to better understand the mechanics of this averaging, consider the truncated 

ramp shown in Figure 5. There are generally m points in an average and n points between 

averages, but m = n = 4 in the drawing in order to make the point more explicitly. Assume that 

the averages, I0 and I,, do not overlap so that only li includes a point in error by an amount F. 

Let   I0   begin  at  x   -   L,   so  that  1,   begins  at  x      L  i  n.   Now the averages may be written as 

Tn    KL+Ka+l) • ...+K(L+m-l) 

and 

I, = K(LMi)4K(L*n) 1) ....tK(L-tnim-l),F 

m 

Hence the derivative approximation is 

AL    'i 'o 
AX n 

K(L+n)+K(L+n+l) + ...H-K(L+n+tn  1). F-KL-Kd.^l)-...-K(Ltm~l) 

mn 

mKnt F 

mn 

- K > F_ 

mn 
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lt is dear then that the error in slope is minimized by increasing both m ami n. hurthernole 

that if the averages had been overlapping in such a was thai the error point were included in 

both, then the error would have cancelled and would have not affected the approximation. 

Another ehaMcten sUc of this kind of averaging can also be seen in Figure 5. Tins 

characteristic concerns the relationship between m and the number of points on a part of the 

intensity curve with a certain slope. In particular, if m is greater than the number of points 

on the portion of the curve with slope K. then the maximum slope of the averaged curve will 

be less than K. Although this has the effect of attenuating the maximum slope of sharp edges, 

it is most effective in reducing the amplitude of noise because noise tends to be of short 
duration. 

To provide further insight regarding the effects of m and n, a number of ideal input 

intensity sequences were made up and processed graphically. Figure 6 illustrates the results 

when m is increased while n remains constant (n ■ I lor this series). The top trace illustrates 

the ideal input waveform as a function of distance, while the two below exhibit differential 

waveforms derived from the average signal for m 2 and m 4. Note that in the processed 

traces the effects of the edges are spread over a longer distance and that the amplitude of the 
signal  is diminished. 

Spacing   effects  are    demonstrated   in   figure   7.     Again   the   input   appears   at   the   top and 

cases  n       2  and  n       4  are  below   (m       I   tor both cases).   Observe that as before the effect   of 

the   edge   extends   further  than   in   the   input.     Furthermore   the   signal   amplitude,  although again 

diminished,  is    not   reduced   as   much   as   when   m   was   increased   proportionally   in   the  previous 

figure.     Hence   increased   spacing   yields   the   significant   benefit  of  increasing  the  output  ampli- 

tude   when  it  is  employed along  with  greater points/average.    This  can  he seen   by comparing 

the  2-2   and 4-4  waveforms  in   Figure  X  with  the 2. I   and 4.1   traces   m Figure 6.    For example 

the   differential   waveform   for   2-1    averaging   in   Figure   Mb)   has   a   peak-to.peak   amplitude of 

only  2()8,  whereas   the  waveform   in   figure  8(b), where   2-2  averaging  is  applied has a peak-to- 
peak amplitude of 40- . 

An example of an actual scanned line is seen in figure 9(a). Notice the appearance of 

a number of small noise excursions from the mam signal. In Figure 9(b) the same line has been 

preprocessed with parameters 4-1, and the waveform appears smoother, more continuous, and 

easier to interpret. Averaging with parameters of S-l has been applied in Figure 9(c), and the 

signal now appears even smoother. Observe, however, that the signal amplitudes have also 

begun to decrease, so that m cannot be raised much higher without making the significant 
intensity variations hard to detect. 



3. OUTLINE TRANSFORMATION ROUTINES 

Computer routines are developed which operate on the preprocessed intensity data with 

the goals of (a) displaying outlines corresponding to a selected range of input intensity tran- 

sitions while (b) suppressing noise points and uninteresting small changes in signal level. 

Constraints imposed by the hardware also dictate certain features of these routines. 

One method (later designated transformation SS) produces an edge point whenever the 

difference between adjacent preprocessed intensity points exceeds a threshold. The thick 

edges obtained in one mode of the program can be changed to a single point on each edge by 

switching to a more time-consuming thin edges mode. Transformation AC allows intensity 

differences to accumulate as long as they exceed one threshold and do not change sign, then 

compares the accumulated difference to a second threshold to determine whether or not an edge 

should be displayed. Some results of processing with the two procedures are given and their 
performance is compared. 

3.1    INTRODUCTION 

The specifications for a processor to detect and display object edges, in an image for 

the general purpose measurement tool contemplated here include: (a) computation with sufficient 

speed to permit on-line performance, (b) display of two levels only, (c) edge detection during 

the line scan operation, (d) production of smooth outlines, (e) consistent edge location to pro- 

mote easy correlation between display and measurement, (f) flexibility in selection of edges 

to be displayed. Speed and flexibility prove to be the most important attributes of the desired 
processors. 

There are three main hardware constraints that also influence efforts to achieve suitable 

outline pictures. There are (a) slow instruction execution speed, which prohibits excessively 

long or difficult calculations (b) small memory, which demands computations and decisions 

based on relatively small portions of the image, and (c) unavoidable noise from the image 

dissector, which makes necessary the use of some filtering technique. Other hardware limita- 

tions prove trivial by comparison with these three, and are therefore not considered here. 

These constraints, coupled with the specifications listed earlier, help determine the compro- 
mises discussed in the following paragraphs. 

Since measurements of distance can only be made in one dimension at a time with a 

with a sequential machine, edge detection in one direction only is allowed by the specifications 

and one-dimensional processing is adopted to reduce the amount of memory required for data 

storage. This results in a less complicated, faster-running program which controls a simple 

raster scan. Processing in cither direction (vertical, called the Y scan, or horizontal, called 

the \ scan) may be obtained and after one-dimensional processing in both directions, horizontal 
as well as vertical edges are detected. 

Because  a  two-level  display   suffices as an output device,  the Tektronix 564 Storage 

Oscilloscope  was   used  for that purpose.     The  564  also  adequately  meets  the   specification  of 

an on-line system because the operator can observe the display and interact with the equipment 

as  an  image  is  being produced.    When  the  desired outline  image has  been  developed, it can lu- 

saved on the storage  scope- while measurements or other operations are performed. 

The   specifications   of   speed   and   flexibility   in   developing  outlines   as   well   as   the pro- 

hibition   against   time-consuming   calculations   lead   to   processing   routines   that   are  sequential 
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in a sense similar to the sequential operations defined by Rosenfeld and Pfaltz.37 That is, 

the operations which determine where an edge is displayed in an output image are dependent 

not only on the input point presently being processed, but also on information from previously 

processed points. Rosenfeld and Pfaltz note that on a sequential computer this type of sequen- 

tial processing is faster for many transformations than the corresponding parallel processing 

(where the new values at each point in the picture depend only upon the old input values and 

not on the previously processed values). However, the parallel processing performed on a 

parallel machine is faster than either of these. Thus, sequential operation and resistance to 

the effects of noise can be built into the transformations at the same time. 

A good analogy by Roberts calls attention to the difficulty of the edge detection problem: 

A simple procedure might be to choose a clip level and start tracing out- 
lines   which  correspond  to a  string of adjacent cells  in  the  raster,  all of 
whose [intensity]  values  are above the  clip  level.    The  hopelessness of 
this   procedure   is   easily   seen   when   one   looks   at   typical   pictures and 
considers them    as   a   three-dimensional   surface   where   the   z  [intensity] 
values   are   used   as   the   height.     Even   a   very   clean   input  picture when 
viewed   in  this  way   looks   like  a bumpy,   hilly  landscape, with   a broken- 
down   stone   wall    replacing  the lines, and  where   some  hills   are   higher 
than   the   top   of other   stone   walls.     If  we   imagine   the   clip   level   as a 
flood  over  this   landscape,   there   is  no  water  level   which   covers  all the 
hills   and   yet   does   not   submerge   some stone   walls.     In   fact,   even by 
adjusting the  water  level  to be optimum for a particular area, a line will 
look   like   stepping   stones   in   a   rock-strewn   brook   rather   than   a  smooth 
dam.    Thus  it  can  be   seen  that the  problem of mapping the  walls  is not 
a simple one.  34' P09e  170 

Since the intensity data is rather difficult to work with as Roberts points out, the outlining 

transformations which follow are only steps in an evolutionary process. In this process a 

reasonable transformation is created after observing the input data. This transformation is 

tried on some typical images to see if it detects and reproduces the same edges seen by the 

human eye. Then the transformation is modified and refined if it is partially successful or 

discarded if it is not. The following processors are introduced in the order in which they were 

developed; the second one (AC) is considered more generally useful than the first (SS). 

3.2   OUTLINING TRANSFORMATION SS 

Abbreviations have been chosen to represent the two outlining techniques discussed 

here to simplify the abundant references made to them. These abbreviations arc meant to be 

not so much precise acronyms as convenient ways to describe the techniques. Hence, the 

first transformation is called SS (for Steepest Slope) in spite of the fact that this acronym 

precisely names only one mode of the transformation. Similarly the second transformation is 
referred to as AC (for Accumulation). 

An appealing first attempt to solve the outline problem, which avoids the difficulties 

mentioned by Roberts, is to use an operation which effectively differentiates the input image. 

This is done in processor SS by comparing the absolute difference between adjacent prepro- 

cessed intensities to a threshold. A corresponding outline point is intensified on the output 

display only if the absolute difference exceeds the threshold. The threshold is adjusted by 

means of a I INC potentiometer input so that as the outline image is produced, the threshold 

may conveniently be raised to display fewer edges in a noisy picture or lowered to display 

more edges in a noise-free picture. 
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I IK-  operation just described constitutes  what is called the thick  edges mode of trans- 

formation   SS.     Although   it  processes   an   image  very  rapidly,   the   edges   it  displays   are rather 

thick   and  hence  for  some  cases   the  quality  of the  output   image   is  not   suitable for vie« ing or 

measuring.      Furthermore,   the   threshold   does   not  always  provide   the  desired  flexibility.    For 

instance,   actual object  edges  which  one  might  wish to display may  yield  intensity differences 

smaller   than   those   associated  with   noise  points.     Hence   setting  the   threshold   low   enough to 

enable   displaying   the   real   edge  points   results   in  displaying   the  noise  points   as  well.    Con- 

sequently   the   output   display   includes    a  multitude   of  isolated   noise   points   which camouflage 

and detract  from  the  lines  which  represent the true outlines.    An  example of the output created 

by thick edges processing can be seen in Figure 11(a). 

The   thin   edges   mode   of SS   is    designed   to   constrain   the  outline   so   that   it is only one 

point   thick.     The  method  used   to  determine   whether  an   edge  point   is  displayed  involves the 

assumption   that   the    successive   absolute   differences  between   adjacent  pre-processed intensity 

points   arc   less   than   the   threshold  at   least  once   between  edges.     Specifically,   the  edge point 

is   not  displayed  even  alter  the  differences   exceed  the  threshold  until   the   greatest difference 

is   encountered   (hence,   the   acronym   Steepest   Slope).      Then   the   point   is   displayed   and the 

display   routine   is  disabled  until   at   least  one   absolute   difference   is   less   than  the threshold. 

After the  processor has  located  the  maximum difference on  an  edge,  several   succeeding differ- 

ences   typicalU   remain   above   the  threshold  and  the  processor remains  disabled  until  a differ- 

ence   less   than   the   threshold  is   encountered.     If  the  SS processor receives  a  difference less 

than   the   threshold  before  the  edge   has   been   located,   the   point   is  displayed  but   the display 

routine   is   not  disabled.     Note   that   the   signs  of the  differences   are  not   considered: therefore. 

only   one  edge   is  detected  and  displayed   If the  intensity  waveform   suddenly  changes   slope as 

in   Figure  10.    However,  this  situation  is highly unlikely in a physical environment because 
in general at least two points will have intensities near the maximum, thus creating a difference 

less   than   the   threshold   and   causing   an   outline   point   to   be   displayed   without   disabling the 
display routine. 

Perhaps the most concise way to describe the sequential action of the thin edges processor 

is with the state diagram shown in Figure 12. in slate 1 the proces sor is enabled and the 

previous difference is less than the threshold; the program is started in this state at the be- 

ginning of each picture line. State 2 is a situation where the processor is still enabled, but 

the previous difference is greater than or equal to the threshold. The processor is disabled 

in state 3, which also corresponds to a condition where the previous difference is equal to 

or greater than the threshold. Notice that it is necessary to continually remember the previous 

difference when the processor is enabled, so that it may be compared to each new difference- 

input to see if the maximum difference has occurred. Thus each new difference is compared 
first to the threshold and then to the previous difference. 

Don't-care   conditions   also  occur,   due   to  certain  physically   impossible   situations.     For 

example,  in  state  1   the  input combination  \,\2   10 is  a don't-care, because  state  I   is defined 

by  the  existence of a previous  difference   less  than  the threshold,  whereas the  input specifics 

a  present difference   less  than  the  previous  difference  but  greater than  the threshold.    This is 

clearly   impossible,   so  no   transition   labeled   10   leaves   state   I.     Similarly,   no  transitions from 

state 2 or 3 are initiated   by the input combination X.X     01. 

The flow  chart of Figure  13 shows how the state diagram described above is implemented. 

The   thin  edges   transformation  is  entered  at  the  top  with  a  new   computed  difference (absolute 

value).    Comparison of this present difference with  the threshold,  then the  status of the display 
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Figure 10.  Intensity Profile Where Transformation SS 
Detects Only One Edge 
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(a) Outlines of Rat Vessels Produced 
by Thick Edges Mode 

(b) Outlines of Rat Vessels Produced 
by T h in Edges Mode 

Figure 11 Comparison of Thick Edges and Thin 
Modes of Transformation SS 
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Transitions are labelled XX^/Z, where 

X,=0 [present difference|< threshold 

X.=l present difference  >thres hold 

X 2■0 present differencel <|previous difference 

X=l present differencel >|previous difference 

Z=ü     no display 

E ■ 1      display edge point corresponding to previous 
difference location 

Figure 12.  State Diagram for Transformation SS 
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Figure 13.  Flow Chart of Transformation SS 
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routine, and finally comparison of  the present  difference with the threshold or with the previous 

difference determine the final action. Note the dotted line which represents   how the exit leads 

to   calculation  of  the  next  difference and   subsequently  to  re-entry   into  the  routine  (except at 
the end of a line, of course, when the scheme   is   reinitialized). 

Although the thin edges processing takes about twenty-five percent more time than the 
thick edges mode, the resulting pictures are still obtained rapidly enough to allow good on-line 
performance. Moreover, the quality of the images is greatly improved by using the thin edges 

mode, as can be seen by comparing the (a) and (b) photographs in Figure 11. The actual 
location of the edge is much more distinct in (b), where thin edges processing was used, than 
in (a), which slows the application of thick edges processing to the same image. Furthermore, 
the amount of noise is significantly less in (b) than in (a), although the same threshold was 
in use for both pictures. 

3.3   OUTLINING TRANSFORMATION AC 

Fxperience with the first processor (SS) leads to consideration of other processors which 
are likely to supply better outlines and fewer noise points in the output image with greater 

flexibility. In particular the resolution of the edge detecting operation appears to be less than 

that of the whole system (due in part to the eccentricity described by Figure 10), and scanning 

a straight line develops an outline which has quantization notches due to the influence of 

noise. In addition, even in the thin edges mode the threshold is not sufficient to separate 

large noise pulses from small edge differences, although an observer can easily distinguish 
the two cases in waveforms which the computer analyzes. Hence, thought is centered upon 
aspects of the data which reveal intensity differences corresponding to object edges and which 
allow noise to be rejected by the system. 

Two  pieces   of   information   essentially   ignored   by   processor  SS   are   immediately   per- 
ceived  as   harboring  potentially  valuable  hints  regarding  the   existence   of edges.     These  are 
(a)   the    signs   of the   differences   between   successive   intensity   values   and  (b)   the magnitude 
of  the   sum  of all  the  differences   in  a   single   transition.    Specifically,   intensity   values   at an 
object edge usually give rise to a sequence of differences whose signs are the same and whose 

sum   is   greater   than   the   sum  of differences   where   no  edge  exists.     Therefore,   intensity dif- 

ferences   may   be   accumulated until  their  sign  changes,  and  then   the  total  accumulated differ- 
ence may be compared with a threshold in order to decide whether the edge should be displayed. 

In this way the entire edge is used to decide whether to produce an outline point.    Furthermore, 

by   comparing   the   absolute  value   of each   input difference   with  a   second  threshold,  many dif- 

ferences can be ignored as too small to constitute part of an object outline.    This follows   from 

the  observation  that  the  slope of the  intensity  at  a  true  edge  is  quite  steep.   Implementation 

of these  ideas  results  in transformation AC.    (The name derives from  the fact  that differences 
accumulate in this routine). 

As described briefly above, AC uses two   variable   thresholds. Each preprocessed inten- 
sity difference  is first compared to a relatively  small  threshold, which  is  called   the noncumu- 
lative  (NO   threshold because  it is  applied only  to  individual  differences  and not to  accumu- 
lated  differences.     If the  absolute  value  of the   input difference   is  less  than NC, no action 
taken   and   the   next  difference   is   calculated.     If the   input  difference  equals  or exceeds NC, 
its   sign  is   compared to the   sign  of the   accumulated difference  and  when  (hey  are   'he same, 
the   input   is   added  to  the   accumulated  difference.     If the   signs of the   input and accumulated 
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differences  are not the  same,  the accumulation  is   halted  and   the absolute value of the accu- 

mulated difference is compared to a second threshold.    Because it is employed only in testing 

accumulated   differences,  this one is called the cumulative (C) threshold.       If   the accumulated 
difference is equal to or greater than C, a point is intensified on the output display to mark the 
edge   detected.     However,  if the  accumulated difference   is  less  than C, no point is displayed 
because   the  edge  is   not considered high  enough  to  be   significant.    Regardless of whether an 
outline   point   is   displayed,   a   new   accumulation   begins   whenever   an   input   difference  which 
exceeds NC has a  sign different from that of the  accumulated difference.    It is also important 

to point  out that during an  accumulation,  any  difference   input  less than NC  causes  the accu- 
mulation to end.   Again the accumulation is   compared to C to determine whether the edge should 
be displayed, but in this case no new accumulation begins because the input does not indicate 
that an object edge exists. 

Edges  are placed by AC  in the center of the domain  in which accumulation  takes place. 

That is, the scheme records the location where accumulating starts each time, and when accu- 

mulating   stops,   the   last   location   is   subtracted   from   the   recorded   first   location   to   "ind  the 

length  of accumulation.    If the  accumulation  exceeds  C.   the  displayed point  is   in  the niddle 

of   this   accumulation   interval.     This   philosophy   works   very   well   for  symmetrical   edges, but 

encounters some other problems as detailed in the next section. 

Figure 14 is a state diagram which demonstrates the sequential action of transformation 

AC. State 1 is a nonaccumuhuing condition in which the processor continues as long as the 
differences are less than the noncumulative threshold. When NC is exceeded, the scheme 
enters state 2 in which differences accumulate until they change sign or again become less 

than NC Note that the accumulated difference is compared to C (variable X,) for these cases 
and that an edge point is  displayed (Z] = 1) if C is exceeded. 

The  flow  chart of Figure  15 may be  an  easier way  to understand the   state diagram just 
described.     The  first question  (ACCUMULATING?)   is   implicit in  the  sequences  which follow 
the   comparison   with   NC   and   merely   indicates   the   state   of  the   program  on   the    flow chart. 

START  ACCUMULATING  and STOP  ACCUMULATING  designate points  in  the  process where 
the  state of the program  is changed.    Eith-i (a) a   difference whose absolute value is   less than 

NC or (b)  ./ue whose sign is different from the  sign of the accumulation is sufficient to effect 

comparison  of the accumulation  with C,  but only (a)  causes accumulation  to cease.    Thus the 

resolution  difficulty  illustrated in Figure  10  is  avoided because a  sign  change   starts another 
accumulation   after   comparing   the   accumulation   just   finished  to  C.     Although   the   flow chart 

shows   the  accumulation  being  reset after STOP  ACCUMULATING  when  the previous accumu- 

lation is   less than C, this reset value is used again only if the program continues in the accu- 
mulating state. 

Photographs lat;r in this work (especially in section 5.3) amply illustrate the quality of 
outlines produced by AC. 

3.4   COMPARISON OF TRANSFORMATIONS  S8 AND AC 

Since   AC    is   the   more   recently   developed   transformation,   it  may   seem   reasonable  to 
assume that it gives  better  results for all  intensity waveforms.    However, SS does retain some 
limited  advantages, particularly regarding placement of edges.    AC exhibits greater flexibility 

in general,  supplying the ability to choose one of several ways  to process the  image whereas 

the first transformation forces a certain specified interpretation. 
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Transitions are labelled  X^XoXo/ZiZn« where 
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z2=o 

z2 = i 

discard present difference 

add present difference to accumulation 
(start new accumulation if signs 
different) 

Figure 14.  State Diagram for Transformation AC 
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Figure 15.  Flow Chart of Transformation AC 
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Allowing jusl one outline point io stand for a possibly long and complex transition of 

intensitj introduces some interesting trade-offs in designing the processors. I he first part of 

tins section discusses the relative merits of the two procedures used for determining edge 

location. Next some photographs are presented tn contrast the qualitj of output images created 

In the competing processors. Finally, an ideal intensity waveform is processed by both schemes 
and the results are compared. 

Processor  SS sometimes   locates  edge pomts  belter  than  AC  does.     For example   I igure 

Kita)   shows   an   intensity   profile  for  which   the   edge   positions   established  In   SS   seen,  more 

reasonable   that    those   specified   by   AC.     Because   the   characteristic   is   steeper  close   to the 

peak   between   E    and   F,   the   points   which   represent   the   two   sides   of  the   peak  should   also be 

close   to   these   locations.      Irans lormalion   SS   does   in   fact   place   the   edge   points   at  I    and  I 

Ihe  othei  transformation,  however,  divides  the  accumulation  intervals   \b   and  IM   into halves 

and   locates   the   intensified  points   at   B   A ■ V"   and   I   Ff-El.     Even   if  NC   is   increased  so that 

( E and IN are the accumulation intervals, transformation AC still docs noi give entirely  satis- 

factory   results.     With   NC   high   enough   to   place   the   edge   dots   a!   D   cLLaiuM.   I     IJi    the 
i i 

program ma\   well  eliminate entirely   other edges  which one  might  desire to display, 

though B, I), 0, and 1 are indeed in the intervals AE and |-,l which define the two 

intensity transition, E and F are belter places to represent the transitions. Uns leelmg is 

reinforced by Robert's observation that human capacity to detect an edge is a function of the 
square  roots  nf the  edge  intensities   34,  po9e  Ua, Illus   the   sU,cpcr porluin ^ ^ .^^ 

transition   should   be   easier   to  detect,   and   it   follows   that   this   portion   is   the   more important 

region   ol   the   change   in   terms  of  its  relative   contribution   to  the   total   effect.    Mach's work22 

agrees  in a general  waj   too,  in that positions   E   and  F are   approximately   the   locations where 

.ho   second  derivative   of intensity   with  respect   to  distance   is  greatest.     Schreiber  also offers 

!^;^",1;2;?;d,   dem0nStrate   the   —"-.y  of  the   human   eye  t v   spatial frequencies 
hence, edge representations most accurately portray a transition when they arc- 

located close to its steepest slope. 

On   the  other  hand   Figure   16(b)   shows  how   transformation  AC   is   sometimes   superior to 

SS   in   terms   of   locating   edges.      Assuming   that   segments   MO   and   TV   have   slopes (absolute 
value) less than NC.  scheme AC locates edges at I    k i K M    p  ()(OU   s   R   RT   .llu| w   v   v\ 
i - I   ' "> ' ' 1 ' 
l-ven il MO and   IV have  slopes greater than NC, transformation AC puts edge dots   al N   K^9. 

and U RR:
X, winch are reasonable representations for the longer intervals KQ and RX.Observe 

the asymmetry introduced by transformation SS. however. Because tins plan places an edge 

marker al the first point where the slope exceeds the threshold if the succeeding point does not 

manifest a greater slope, edges here are put at K. 0, R, and V for a reasonable threshold \ 

slightly    lower   threshold  allows   edges   at   K   and   R   only,   thereby   exaggerating   the asvmmetn 
even further. 

Most   actual   waveforms    encountered   display   simultaneously   the   changing   slope   effect 

in   part  (a)   and   the   symmetry  evident  on   both   (a)   and  (b)  parts   of  Figure  16.   Therefore, the 

edge points are usually positioned at almost the same places by both processors.   Nevertheless. 

some   unusual   waveforms   produce   different   results   depending   upon   the   transformations  used. 

Certain asymmetrical  profiles   are  portrayed  better  by  SS  even  (hough  AC  provides  more flexi- 

bility.    By contrast SS yields asymmetrical   edge representations for constant slope waveforms. 



'34- 

Figure   17   illustrates   the   line   straightening   effects  of AC,     Specifically,   Figure   17(a) 

shows   the   outlines   made   by   SS;   these   lines   have   obvious   notches   and   irregularities.    In 

contrast   the   lines   created  by   the   other  transformation,   shown   in   Figure   17(b), are relatively 

straight.      This   improvement   is  primarily  due  to  the   introduction  of NC   in   this   second scheme 

which   only   considers   the  rather  large   intensity   differences  associated   with  the   steepest part 

of edge  variations.    When only  a  single threshold  is   used, as in the first transformation, quite 
small   changes   in   the   intensity   signal   are  enough   to   cause   slight   shifts   in  the   edge location 
from  one   line  to  the  next.    These   small  shifts   combine  to generate  the  notched effect in part 
(a) of the figure. 

Resolution is improved by using the second processor, as also demonstrated in Figure 17. 
Processor SS misses some of the lines associated with the smallest bars (on the right side), 
but AC consistently fills in both edges of these bars. The assumption that there exists at 

least a short plateau between any two consecutive edges is to blame for the lack of resolution 
displayed by SS. As can be seen in Figure 17(c), no such plateau exists in this waveform: 

the crest is merely a single point, which certainly violates the assumption. Transformation 
AC, as was explained earlier, contains no such flaw and starts a new accumulation as soon as 
the   difference  signs change. 

An   ideal   intensity  profile,   shown   n   Figure   18(a),  demonstrates   the   location  of outline 
points by  processors  SS and AC.    The original  graph of intensity versus   distance consists of 

three sets  of paired peaks superimposed on a slope of one.   Each set contains  on the left a peak 

whose  amplitude   is  about   10()8   and on  the  right  a  peak  whose  amplitude  is about  408; before 
being superimposed   on slope one. the   absolute values of the  slopes of the three  sets of peaks 
were 2, 3 , and 4 in order from left to right. 

Programs which apply transformations SS and AC to a line of intensities stored in the 
LINC produced the series of line segments seen below the input sequence in Figure 18. These 
programs display the detected outlines repeatedly line after line in order to facilitate studies 
of edge location. 

in particular.   Figure  18(b)  illustrates  the  thin edges mode of processor SS.    The  series 
of five sets of lines   corresponds   to (from top to bottom) thresholds of 5, 4, 3, 2, and I.   Observe 

that as the threshold   is decreased,  more and more edges  appear.    This   is   a   consequence of the 
admission of lower and lower slopes by the threshold.   Also note that the outlines generated by 

SS appear directly below the changes  in slope in  the   intensity profile.    Placing the outlines in 

this  way  results  from  the fart that the profile possesses constant   slopes.so that the first differ- 
ence on each edge is  also the greatest difference. 

Figure 18(c) and (d) were generated by AC from the same intensity sequence in Figure 

18(a). In part (c) the NC threshold is lowered from top to bottom, using the same values 

(5, 4, 3, 2, and 1) as in Figure 18(b) and with about the same results in terms of edges de- 

lected. However, the obvious difference in comparing the AC outlines with the SS outlines is 
the location of the edges. As discussed earlier, the outlines produced by AC are located in 
the center of the detected edge. 

As the C threshold is gradually lowered in Figure 18(d) from the top to the bottom of the 
picture, more and more outlines appear. It will be recalled that the total amplitude of the de- 
tected edge is compared to C to determine whether to display the corresponding outline. Hence, 
the longest edges are present even at the highest C. Observe that the outlines selected with C 
are different from those selected with NC: this fact constitutes part of the power of trans- 
formation AC as compared to SS. 
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4.  AUXILIARY ROUTINES 

Used in connection with programs which implement the outline transformations described 

in the last chapter, various subsidiary routines give the operator better means of ...onitoring 

the system and better methods of controlling it. One routine permits selection of the size and 

location of the scanned area. On command, another routine displays the intensities being 

scanned, either as a function of distance for a particular line or in the form of a histogram for 

an entire image. Contrast enhancement can be used to amplify certain intensity ranges ;hosen 

with the aid of the histogram. 
Miscellaneous routines include a section for calibrating the measurements and a section 

for indicating the measurement segment. Another miscellaneous routine prints on the teletype 

values of program parameters in use at a particular lime. 

Another important set of routines controls measurements made by the system. Periodic 

automatic measurements can be made with any desired time delay between them,or a measure- 

ment can be initiated by the operator from the LINC keyboard at any time. Individual measure- 

ments can be repeated a number of times and added to provide a time average. Space averages, 

in conjunction With time averages if desired, are obtained by an averaging individual measure- 

ments along regularly spaced lines parallel to the measurement segments initially specified. 

Measured distances after averaging are automatically printed on a teletype connected to the 

1 INC 

4.1    SCAN MANIPULATION 

Programming convenience dictates a decision to make the size of the primary field of 

view no greater than one quadrant of the image dissector camera's field of view. However, 

some images require greater resolution than that aiforded by this size. Occasionally the field 

of view is subject to motion (See section 5.3 for a brief discussion of the problems inherent in 

viewing biological specimens under magnification.), it is then imperative to complete the out- 

line image as swiftly as possible. Because there is no immediate way to see the portion 

of the image being processed by the system,a means of mapping the camera field was developed. 

4.1.1    ENLARGEMENT AND REDUCTION 

By choosing one quadrant of the current field of view and dividing the digital increment 

between sampled points by two, a unique enlarged display of one sixteenth of the camera field 

can be developed. In fact, the system has the added ability of enlarging a second time to 

display one sixty-fourth of the camera field. Moreover, by storing the quadrant numbers chosen, 

the program can reduce the display to the previous one sixteenth or one fourth camera field 

upon command. In each of the above views, the display covers the entire face of the oscillo- 

scope. 
Reducing the time to produce an outline image is accomplished by dividing the number 

of sampled points by four. Resulting pictures cover one fourth of the screen. This "last- 

window" process can be repeated until the display is very fast and very small, yet large 

enough to permit inspection of the salient image features. Of course a corresponding "slow- 

window" routine enables the display to be enlarged step by step until it covers the entire 

oscilloscope screen. F.ach time the size of the display is reduced, its location on the oscillo- 

scope   screen   is  assigned  according  to  the  quadrant  numbers  most  recently   specified   in the 
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enlargement routine described above. When, for example, the interesting features in the ori- 

ginal display appear in quadrant three, the third quadrant can be enlarged to cover the entire 

display. If more speed is necessary without greater resolution the command "fast-Window" 

now yields   a third-quadrant display only in one fourth the time. 

A full-sized display of an outline imag? is seen in Figure 19(a), while Figure 14(b) shows 

an enlargement of the second quadrant of the same picture. (See picture credit, page 54.) 

Notice that more detail can be seen in the second picture, as expected when greater resolution 

is made possible by dividing the scan increment in half. An example of the "fast-window" for 

this enlargement appears in Figure 19(c). Notice that this display occurs in the second quadrant 

because the second quadrant has previously been enlarged. 

A   final   aspect of  scan  manipulation   is   the  raster   sequence.     While   it   might   seem that 

other   conventions   would   be   required   to   correct   for  optical   inversions,   in   fact   it   is possible 

to   always    scan   points   left   to   right   within   a   line   and   lines   top   to  bottom within a   picture. 

Switches   in   the   LINC   digital-to-analog   converters   which   control   X   and   Y   deflections  on the 

displays   allow   reversals   of  the   displayed   image,   right  to   left   and  or  top   to   bottom.    Since a 

variable   number   of  inversions   of  the   image   are   introduced   by   the  mirrors   and   lenses   in the 

optical  system, it is particularly advantageous to be able to correct new  inversions   by changing 

switches.      To   make   the   image   appear   in   its   natural   or  most  convenient  orientation, it would 

otherwise   be  necessary  to  include program   routines  to reverse  the   scan or display directions. 

4.1.2   CAMERA FIELD MAP 

Previously  when  the  image processing  system  was  used  strictly  for scanning transparen- 

cies, the following method was provided for determining which portion of the transparency would 

be   scanned:      the   computer   was   put   into   a   loop   in   which   the   intensity  of a starting location 

previously selected with the   LINC potentiometers was continuously sampled.   Then by observing 

the deflection of a meter monitoring the intensity voltage input to the LINC while simultaneously 

moving  some obstruction  across  the face of the panel  fluorescent light source  to interrupt   the 

light  to  the   camera,  this   location could be  pinpointed.      However, it was difficult to gauge the 

position and extent of the   total  area to be  scanned by this method, or even to ensure that this 

area was  entirely inside the  camera's field.    (Starting  locations near the boundary could result 

in placing part of the  scan outside the field.)    Using a microscope image input compounds the 

difficulty because there is  no easy way to see exactly where the light is interrupted in an image. 

Therefore a map was  devised which  consists of a   small   square   whose border represents 

the  boundaries of the  camera field.    Displayed  in  the  upper right corner of the output oscillo- 

scope when in use, this  map contains  four points which mark the corners  of the scan in progress 

when   the   map  display  was  initiated.    These  points  reflect  the   size of the   scan field  by their 

separation from each other and the location of the scan field   in the camera  field by their relation 

to   the   borders.     Potentiometers   on   the   LINC   allow   moving   the   dots  within   the   border, thus 

also   moving   the   scan  area  within   the  camera  field.     This   facilitates   searching  for  the most 

desirable   expanse to be   scanned and ensures  remaining   inside  the  camera's  field   by limiting 

the dots to move onlj  within the map boundary. 

4.2   INTENSITY MONITORING 

Intensity histograms   or  spectrums are often used in  image processing   for monitoring the 

input intensities.4-2'    Although a histogram  is often useful for evaluating   the input intensities 
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averaged over an entire image, the intensity profile of a single line lends assistance in attempts 

to understand specific details in the picture. Contrast enhancement, a digital means of in- 

creasing contrast in an image, is used in preprocessing when necessary. 

4.2.1    INTENSITY  LINE DISPLAY AND HISTOGRAM 

The intensity line display (also called a single trace) merely plots a line of sampled 

digital intensities versus distance along the scanned line. This display is automatically 

turned 90 degrees when the scan direction changes. Thus the \ scan intensity increases from 

the bottom of the scope to the top and distance in the image runs from left to right, in the V 

scan intensity increases from the right to the left and distance in the image runs from bottom to 

top. These orientations permit easy comparison of outline points with the particular intensity 

variations that produced them. In addition, changing a LINC sense switch enables the oper- 

ator to see the line after averaging instead of the raw sampled intensities. Appropriate scaling 

and  translation can also he accomplished with the program to conveniently display the resulting 

plot. 
Another  useful   feature  of the  intensity   line  display   is   its  ability  to  lock onto  a certain 

line on command   and repeatedly scan it.    By  carefully observing the intensity trace of a single 

typical  line,   it  is  possible to estimate  values of m.  NC,  and ('   which will improve the appear- 

ance of the outlines.    Moreover,  the  intensity  line display often proves  invaluable for adjusting 

the  preprocessing  amplifiers  when  a microscopic  image   is  being  scanned,  since  the  effects ot 

both offset and gain are easily examined   in this mode. 

Figure 20 demonstrates the intensity line display. (By studying this intensity profile a 

better understanding of Robert's comments in section 3.1 can also be gained, for it is obvious 

that no single level can be set which will detect all the edges in this line.) The single trace 

at the top is a plot of the intensity samples from the line which is intensified in the outline 

image below. Note that outlines are produced (in lines adjacent to the intensified marker) at 

points which correspond to rapid transitions in the intensity profile   above. 

As intensities are sampled by the camera, a histogram is constructed which can be 

displayed on command. This display plois the number of points at each intensity versus 

intensity. Adjustment of preprocessing amplifiers and selection of appropriate parameters 

for contrast enhancement (described in section 4.2.3) are two uses of this histogram. See 

Ciuignon and Kline ^ Pa9ei 44 and 46-8 for further details. An example of this display can 

be seen in I'lgure 21. intensity increases from left to right and the number of point s increases 

from bottom to top. The diamond-shaped set of points together with the vertical line of points 

above   it   is    a   pointer,   used   to   determine   the   parameters   requited   for   contrast enhancement. 

4.2.2   CONTRAST ENHANCEMENT 

By multiplying input intensities by appropriate factors (called slopes), the output conlr.isi 

between any given point and its surrounding points (background) can be increased (enhanced) 

if the factor is greater than unity, or decreased (compressed) if the factor is less than uniiv. 

(are must be taken not to exceed the intensity range of the output device in using enh.mcement, 

but many images are considerably improved when such processing is applied. The singnl.nU 

concise   scheme  for implementing  this  method has  been fully  described by Ciuignon   and Kline 
2 ) ,    Chapter   4 
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Figure 20,  Intensity Line D i s p1a y for 
Typ leal Line of Fly's Wing Image 
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i g u r e 1.  Typical Intensity Histogram 
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4.3   MISCELLANEOUS 

Certain  secondary routines that do not fit into the other classifications   in this chapter 

arc   now   explained.     Some   aspects   described  here   will   be   needed   in   the   next   section which 

describes measuremen Is. 

Approximately   thirty-five   important   parameters   are   used   to   describe   and    control   the 

system   performance.      Some   of   these   are   altered   infrequently   by   the   operator   to   allow  some 

special   processing   (e.g.;     number   of   points averaged   in   the   preprocessor)   while   others are 

changed   on-line   (e.g.       coordinates   of  the   area   being   scanned).      A   routine    is   included for 

printing upon  request  a teletype  copy  of the   current parameters  to provide a permanent record 

of   the    system's   total   slate   or   an   immediate   diagnosis   of   system   difficulties.    Calibration 

parameters are  stored by  a routine   which thus provides  a means of specifying the  scale to   be 

used in measurements.    Similar methods are used to precisely designate the so-called measure- 

ment   segment  between   which  the  measurement  routine   searches  for  edges.     Finally,  there is 

a method  for producing a halftone picture  of the same area that is being outlined. 

4.3.1 CALIBRATION AND MEASUREMEN"   SEGMENT INDICATOR 

Calibration   of  the   measurements   is   achieved  by   indicating   some   known   length   from the 

display   and   then   typing   this   length   on   the   I,INC   keyboard.     A   stage   micrometer  is placed in 

the   microscope   field  to  furnish  a known   length  and   an  outline  image  of its   scale is produced 

on  the  display  by  the  same  methods  used to outline  blood vessels   and   other objects.   (Figure 

22  shows   a  stage micrometer  outline  image.)    When  the   stored   image has  been  completed, the 

program   is  placed  in the   calibration   mode  in which  a non-storing pointer appears superimposed 

on the image.    By means of the LING potentiometers this pointer is  located on some line in the 

image: then by pressing an appropriate 1.1NC key. the pointer position is marked on the display 

and   at   the   same   time   its   location   is   saved.     By  moving  the   pointer  to another line and again 

marking its position as well as saving it in the computer memory, the desired distance in terms 

of display coordinates   is  indicated.     The  calibration  length  indicated by  the  dots  in  Figure 22 

(marked   with  a  C)   is   100  microns.     After  the  distance   in microns   between  the dots has been 

typed  into the  computer,  the  program  calculates  a calibration  ratio of microns to   display dis- 

tance.    Thereafter, measurements are  calculated   in display distances and   are multiplied   by the 

calibraiion ratio to yield corresponding micron distances which are printed out. 

To indicate where to measure in an image, the pointer subroutine that is used in the 

calibration routine is clilled again. As described above, a pair of endpoints are selected by 

the operator using the L1NC keyboard and potentiometers. These endpoints are also marked 

on the display. (Two such pairs of measurement endpoints, both marked with an M, can be seen 

in Figure 22.) The display rnordinates of these endpoints arc converted to corresponding scan 

coordinates and stored as parameters for use by the measurement routine, which is described 

in section 4.4. 

4.3.2 PARAMETER PRINTER 

As explained briefly in the introduction to section 4.3, a parameter list controls the 

performance of the system. Examining this list often provides help in debugging additions to 

the programs, since all routines communicate with this list. Moreover, a printed record of the 

list  facilitates  labeling photographs produced by  the   system.    Hence,  a  routine   is   included to 
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type out the parameters on a teletype connected to the LINC. In a long version the entire 
parameter list is printed with accompanying identifiers whereas a shorter option prints only the 

most important variables in a pre-arranged format without identifiers. Examples of both forms 

may be seen in Figure 23. In the long form many of the parameters can be recognized by the 

reader, including m (PT AVE), n (SPACING), and the non-cumulative threshold (NO. In the 
shorter version the first line has the format m x n, the second line has the format NC C, and the 
remaining lines are contrast enhancement information. 

4.3.3   GRAY LEVEL IMAGE 

Since outlines of objects are sometimes ambiguous or hard to understand if one is not 

familiar with the objects as they appear in the field of view, it is helpful to have a picture of 

this field of view with several levels of gray. Therefore, a routine is provided to produce a 

halftone picture of exactly the same area for which outlines are being generated. An intensity 

step wedge can also be requested in order to calibrate the intensity of the Tektronix 561 output 

display. Various photographs in this work, including Eigure 28(a) and 30, were made by means 
of the gray level routine. 

4.4   MEASUREMENT 

A general flow chart of the measurement routine may be seen in Eigure 24. After the 
measurement segment has been indicated, the measurement operation itself may be initiated 
at any time from the keyboard. Another mode is also available which will initiate measurements 
periodically with precise computer-controlled intervals of delay between them. Thus, the 
measurements can be made fully automatically after the desired measurement segment has been 

specified. A number of sequential measurements may be averaged together to form either a 
space average or a time average, as explained below. 

A  portion of the program called the MEASURE  subroutine forms the foundation of single, 
time  averaged,   and  space  averaged measurements.    Its flow  chart,  seen  in  Figure  25,  reveals 

that it begins   very much like the  outline program  by   sampling intensities on  the measurement 

segment and processing them to detect edges.   The sampling,preprocessing,and   transformation 

operationsare  under the  control of the  same parameters  that regulated the outline generation. 

Therefore measurement processing should detect the same edges as were detected by the outline 

processing,   and  these  are  again  intensified   in  the  display  to give  a visual  indication  of any 
translation   or  size   change  in the measured object.    Moreover, the  locations   of the edges  en- 

countered   are  saved and the number  of edges detected is counted.    If the number of edges is 
exactly  two,   the  distance between them  is  calculated from  their  locations,  and   this   distance, 
after being multiplied by the  calibration ratio,  is ready  to  be printed  on the teletype as shown 

at the bottom of Figure 24.    Returning to Figure 25, one sees that error signals are printed  if 
fewer  or  more   than   two   edges   are   detected;   when   these   signals   occur  too  often,   it is   clear 
that the parameters of the system are not well-adjusted and they can then be optimized. 

Eigure 26, a flow chart of the TIME AVERAGE subroutine, helps explain how that part 
of the program averages a number of measurements to obtain a more accurate final value. Basi- 

cally this subroutine merely calls the previously dsecribed MEASURE subroutine a number of 
times which is specified in the parameter list and monitors the measurements obtained. If 

exactly two edges   are detected in the MEASURE subroutine, then the length obtained   is added 
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to a so-called time sum; a counter is indexed; and the next measurement is initiated. When 

the counter shows that the desired number of measurements have contributed to the time sum. 

this sum is divided by the number of measurements and the TIME AVERAGE subroutine returns 

with the resulting average measurement. 

Note  that  invalid measurements  (those  where more or  less  titan  two  edges  are detected) 

are counted, and   if more than the allowed number of mistakes  are made, the  subroutine signals 

the   operator that  a valid   measurement  could not be  constructed within  a  reasonable  number of 

attempts.    Also, the TIME AVERAGE  subroutine monitors  the  time  sum and if it exceeds the 

capacity   of  the   LINC   accumulator,   the   openuor  is   advised   so   that   fewer  measurements can 

be   included   in   an  average.     In   the   future   it may   be  profitable   to use floatingpoint numbers 

so   that   the   chance   of  overflow   will   be   lessened,   but   a   reasonable   number  of measurements 

(eight   to   sixteen)  may   be   included   in   an   average   with  the  present  scheme   without  danger of 

overflow.     Moreover,   it   is   questionable   whether  the   averages   should   be   made  big  enough to 

necessitate   floating  point   routines,   since   the   amount of time  required  to  repeatedly   scan the 

measurement   segment   eventually   begins   to   exceed  the   time   taken  by   a   dynamic   image,  such 

as   that   of   a  blood   vessel,   to   change   by   a   significant  percentage.      That   is, the number of 

measurements   in  a  time  average  must  be   carefully   selected on  the  basis  of known frequency 

and magnitude of changes in the physical distance being measured. 

Whereas the philosophy of the time average is to reduce the effects of noise on the mea- 

sured length, the reasoning behind the space average is to attempt to diminish the consequences 

of tiny irregularities in the input image itself. For instance, if a certain single measurement 

segment is chosen and it happens to include a small bump or notch in the outline, then the 

resul: is slightly too long or too short. But by averaging a series of measurements adjacent 

and parallel to the specified measurement segment, the final value is made more reliable be- 

cause the little anomalies cancel each other. 

Consider the flow chart of the SPACE AVERAGE subroutine in Figure 27. Although it 

is similar to the TIME AVERAGE subroutine, the significant difference is that in the SPACE 

AVERAGE subroutine the measurement segment is initially located to the left of the initially 

specified segment. After each valid time average measurement has been added to the running 

sum (here called the space sum), the measurement segment is moved one scan increment to 

the right. Calling the TIME AVERAGE subroutine for each measurement instead of calling 

for a single measurement is convenient because it allows any combination of space and time 

averages to be specified. 

For instance, if the parameters which control the number of individual measurements in 

a time average and a space average are both four, then the procedure is to measure four times 

at the left end, add the resulting time average to the space sum, move one scan increment to 

the right, measure four more times and so on until four separate time averages have been added 

to the space sum. Then this sum is divided by four and the resulting number is typed out as 

the calculated dimension. 

Reviewing the measurement routines, they afford methods of calibralun and precise 

selection of measurement segments. Periodic measurements can be made under computer 

control. Time and space averages reduce the effects of electronic noise and image irregular- 

ities,  respectively. 

A number of minor extensions of the methods outlined above have been considered, but 

none has been implemented in the present system because of time limitations. One obvious 

possibility is to permit several simultaneous measurement segments; the computer would 

actually   make   measurements   in   each   segment   sequentially,   but   its   speed  makes   this appear 
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ncarly simultaneous. Another improvement is to measure at any angle in the picture, this could 

be accomplished by' measuring on two parallel lines and using trigonometric identities to 

determine the intervening distance normal to the axis of the measured object. Still another 

proposal is to reject single measurements that differ radically from an accumulated average 

distance; this step would help reject any measurements whose eiulpoinls are considerably 

affected by noise bursts. it is easy to sei. that all three of the extensions suggested are 

essentially founded upon the method already describing and working. Hence, it was deemed 

unnecessary and indeed unattractive to add the further steps to the experimental model of the 

device because further processing of the raw data makes it harder to interpret and harder to 

use in judging the performance of the basic method. Some typical results are therefore explained 

next. 
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5.  RESULTS 

Results  of research  using  the   system  described  in  the  previous  chapters   are explained 

under the classifications   of outlines, measurements, and   biological  specimens.    Only transfor- 

mation AC  is   used in the  examples,  because best results  to date have been obtained with AC 
(as shown in Chapter 3), 

Effects of the threshold and averaging parameters on outline quality are summarized and 

also illustrated in several photographs. Experience has shown that raising any one of these 

parameters reduces the noise in the picture but also reduces tho signal, so that a compromise 
is necessary. 

Two sets of data are presented to elucidate the measurement procedure. Linearity and 

accuracy, important properties of a measurement system, are shown by the first set of data. 

Time and space averaged measurements are summarized by mean and standard deviation in 

the second set. In particular a given distance was repeatedly measured for many different 

combinations oi time and space averaging and the resulting statistics are presented. 

Finally, performance of the system in working with the mesoappendix of a live rat is 

considered. Halftone as well as outline photos of rat blood vessels are explained. A single 

line intensity trace demonstrates the amplitude of the signals involved. 

5.1    OUTLINE RESULTS 

Signal-to-noise   ratio   is   of  prime   importance   in   the    system   reported   here   because the 

intensity data used in the automatic measurement operation is not filtered by a human       Humans 

are   notorious   for   their  ability   to   emphasize   or   ignore   selected   visual   stimuli.    Mach rings 

(See   Chapter 2.)  are  a perfect  example:    gradual   shadings  are  hardly perceived at all while a 

change  in the   rate of change of luminance   with respect to distance  appears as a   well-defined 

edge.   A more common instance of ignoring  a stimulus   is the way \u which line noise   "snow ' 

and   various  other  distortions   of television   pictures   can  be  overlooked  by   the   casual viewer 

These   illustrations  underline  the point  that  since  the machine  has no  such   sophisticated pro- 

cessing,   it  is   even  more important to  minimize  the  noise.    If the   signal  is sufficiently larger 
than the noise, the noise will never be   mistaken for the   signal. 

Accordingly, the parameters m, NC. and C are adjusted by the operator until they are 

optimum for each input image. In this section a transparency made from a magazine cover * 

is used to demonstrate the changes produced by the parameters mentioned. Figure 28(a) is a 

halltone p.cture of the cover produced by the image processing system. Note the wealth of 

detail that can be seen in the picture - this detail makes the picture very challenging to scan 
for the purpose  of producing outlines. 

As more points are included in an average (i.e., as m increases), the waveform becomes 

smoother. Hence, the textures in the image contribute fewer edges to the outline output and 

this outline picture is usually easier to interpret because only the most obvious contours arc- 

detected.    When m  is increased,  the  thresholds may be  lower without causing undue noise due 

Figure 28(b) shows how the outline  looks before m is   increased.    The  same picture after 

4-2  averaging  was  applied  is  shown   in   Figure  29(a),  which  is   obviously  a better picture with 
less noise 

Ra a.sing NC means  that only  the nos.  rapidly  changing parts   of an  input  intensity profile 

contribute to edges   considered by processor AC.    Also the  steepest parts of the  curve tend to 
+ Forbes   MagDIine,   Vol.   97,   No.   3,   Fehr.ory   I      1966.   USed   with   porr 

'mission. 
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be the most stable and leas' susceptible to the type of noise which occurs near the ends of 
an edge and which will increase or decrease the length of the edge. Hence the contours pro- 
duced are straighter than (i.e., not as notched as) contours produced using a lower NC. Also, 
isolated noise pulses are less often detected as edges with a high NC because such pulses 
typically have  small amplitudes,  which also limits the magnitude of their slope approximations. 

The  cleaner picture  in  Figure  l^ih) results  when NC  was  raised to  14 from  its value of 
10 in Figure 28(b).   Note that raising either m or NC has a similar effect on the picture. 

The  third  adjustment which  can be  made   is   to  raise  C,   the cumulative  threshold.    Only 
an   edge   whose   total   amplitude  between   the   NC   cutoffs   is   equal   to  or  greater  than C will be 

detected   when  C    NC.     C may  be  adjusted   over   a  wide  range  because  many of the important 

edges   in   most   images  have   total   amplitudes   which   are   quite   large.     C   is   probably the most 

effective   parameter  for  eliminating   fine   texture  noise   because   such   signals   are   quite  small 
as  compared to prominent edge signals. 

Figure   29(c)   shows   the   effect of raising  C;   it   should  be  compared  with   Figure  28(b). 
Again, noise is reduced and the output image is   easier to interpret. 

Finally, increasing both NC and C from their values in Figure 28(b) yields the picture 

in part (d) of Figure 29. For some purposes the latter image is nearly optimum, but notice 
that some lines (for example, those in the left side of the man's neck) have disappeared entirely. 
Whether or not this loss is objectionable depends upon the interest of the observer. If the 

observer is attempting to recognize the outlines as representing a human face, the lines in the 
neck are probably unimportant and can be considered background noise. On the other hand an 
observer trying to determine the exact identity of the man may be considerably aided by seeing 
the neck lines. 

5.2   MEASUREMENT RESULTS 

Three  important requirements   are necessary  in any length measurement tool;    (a) it must 

be linear over its full range  of input lengths, (b)  the   device must consistently report the same 

distance when the  same dimension is repeatedly measured, and (c) it must report results to the 
required   number  of   significant  decimal   places.     If a   system  has   these   characteristics,   it is 

relatively   easy   to   compensate   for most other  failures.     For  example,   if  a   constant offset is 

added   to   each   measurement  by   the   system,   then   it   is   easy   to   subtract  this   offset from each 
item  of raw   data  before  recording  that  item.     Tests   of accuracy  and  linearity  as well as   con- 
sistency are reported in this section. 

First, the system described on these pages was tested for linearity and accuracy. The 
test pattern used is shown in Figure 30: there are sequential steps of distance from one to 
ten units in length between the opaque edges. After outlining the steps with transformation 
AC and calibrating with the longest distance (ten units), each step was measured forty times 
with the  resulting mean taken as  the measured dimension. 

Results of the accuracy test are tabulated in Table 1. Arranged on the same line with 
each nominal value are two sets of measured lengths: the left set of four numbers refers to 

forty single measurements while the right set of four numbers refers to forty averaged measure- 

ments. Fach of these averaged measurements is a combination of space and time averages: 

four single measurements are made on each of four parallel measurement segments (four time 

averages/'space average and four single measurements/time average, or sixteen single measure- 
ments/averaged measurement). Thus a total of 6800 single measurements serve as the basis 

for   the   statistics  presented.     In  each   set  the   low  and high values  recorded by the system for 
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(a) Original Halftone Image 

(b) Original Outline Image 
(Averaging=2x2, NC=10, C=21) 

Figure 28.  Halftone Picture with Outline 
Before Parameter Adjustment 
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(a) Greater Averaging 
Ave raging = 4x2 
NC-10, C-21 

_(b) Greater NC 
Averaging=2x. 
NC"U, C = 

x2,] 
21 J 

(c) Greater 
Averaging=2 

XC=10, C= 
x2,"] 
51 J 

(d) Greater NC and C 
rAveraging = 2x2 ,] 
L NC-14, C-51 J 

Figure 29.  Outline Images Showing Parameter Changes 

Reproduced  from 
best   available   copy. 
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5 6 7 8 9 10 

Figure 30.  Measurement Accuracy Test Pattern 
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each step are given to show the range and its relation to the nominal value. The mean value 
is computed on the basis of the forty measurements and stands as the distance computed by 
the  system.    Standard deviations are  also included to show how the data clustered   about the 
means. 

As   the   table   shows,   the   system   is  quite   accurate   and   it  is  linear over the range of 
inputs.   The largest error in the means as compared  to the nominal lengths is 0.2 in the single 
measurement set for a nominal length of 10.0; this  amounts  to two percent of the measured dis- 
tance.    Ranges  of the data  have values  from   zero to 0.12; the largest range amounts to about 
one percent of the full calibration distance of ten.   For the averaged measurements  the greatest 
range  is   only 0.06.    Note  that (with the exception of the two anomalies for nominal lengths 
of two and   six) the standard deviations  for the  averaged measurements are less than those for 
the single measurements.   This underlines the value of the averaging operations. 

Errors   in these results  are attributed primarily to quantization of the measured values. 
For example, the nominal length of 1.0 was measured as 1.00,as 1.03,and as 1.06 by the system. 

Since no values between these could be obtained, the  slightest amount of noise was enough 

to change the measured value by 0.03. Small mistakes  in positioning the calibration pointer as 
well  as electronic noise  in the  system, unrelated   intensity  changes in   the input image, and 
tiny irregularities in the measured pattern are other possible sources of error. 

Next, a brief indication of the consistency of the system is given by Table 2. The 
measured object was a wedge-shaped piece cut out of black paper. It was measured 36 different 
times in each of 25 parameter settings, where each setting was a unique combination of time 
averaging and space averaging. That is, all possible combinations of space and time averages 
of 1, 2, 4, 10, and 20 (octal) measurements were used. Four bad measurements in either a time 
or space average were allowed before the further attempts were abandoned. An arbitrary call- 
bration distance was set at 1000 as a convenient reference; therefore the measurements made 
are not absolute. 

Each element in the matrix of Table 2 is identified by the number of single measurements 
in a time average at the left end of its row and the number of time averages in a space average 
at the top of its column. Moreover, each element consists of two entries: the top number is 

the mean of the 36 individual results for the particular combination of space and time averaging 
while the bottom number is the standard deviation of these measurements. 

The results should be judged not so much on the  agreement of the means throughout the 
tables as on ihe  agreement of the means over a short period of time (i.e.,  throughout one set 
of 36 measurements, as reflected by their standard deviation).    Nevertheless,  the means have 
a range of only six for the entire table; this range amounts to only four percent of the middle 
value of 155. 

As expected the standard deviations show a tendency to decrease as the number of 
single measurements in a time average or a space average increases. Numerically the standard 
deviation decreases by an average of 0.48 when the number of time averages in a space average 
is doubled; when the number of measurements in a time average is doubled, the average 
decrease in standard deviation is 0.47. Thus, on the basi- of this small sample it appears 
that space averaging and time averaging are equally effective in influencing the consistency 
of the results. A number of cases may be found in the table where the standard deviation 
increases when the size of the average also increases. (For example, for one time measurement 
in each space average, an increase in the standard deviation from 2.01 to 2.20 results when 
the numbei of measurements  in a time   average increases from  4 to 10.)    Errors of this type 
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may be caused by the sources mentioned above for the first test.    In addition the wedge-shaped 
Piece ot paper measured has slight anomalies which may have influenced the data. 

In   summary  the measurement  section of the  programs  is  accurate,  linear,  and consistent 
Although  tt  .8  ■mportant to note that the tests described   above measured between edges separ-' 
at.ng very dark and very light areas, this fact has little bearing on the   results.   If the measure- 

ments  can  be made between   steep,   long  edges,  they  can  also be made between shallow    short 

edges,   though  with  less   accuracy   and consistency.     Furthermore,  the  preprocessing circuitry 
in   addition   to  the   digital  method  of contrast  enhancement,  allows  edges  to  be   lengthened and 
made   steeper.     Hence,   the  measurement  routines  are  as   good  as   the   input  data  that contain 
the edges  and the outline routine that detects the edges. 

5.3   BIOLOGICAL RESULTS 

D.ff.cult.es limiting optical resolution in viewing living organisms under magnification 
have been c.ted by Bloch: (a) conditions favorable to the tissues must be preserved in order 

to keep them alive, but these conditions do no, provide maximum optical contrast ,b) the 
various parts of a living creature inherently have little contrast on the microscopic level and 
(0 the Held of View is not statte but varies with an -...always present motion which varies 

m rate and amplitude and which is produced by the inherent contractibility of living tissue and 
the transmitted   motions of the  cardiac and   respiratory  systems" ,6' Pa9es  '04.S A1I . 

obstacles have been encountered with the rat preparations used to test the performance of 'he 

system desenbed in this work. ,n general, however, preliminary results of these biological 
tests have been encouraging. Several methods that have been developed for overcoming the 

resoluuon problem involved in viewing the bloodvessels of the rat mesentery are explained next 

A compromise between tissue health and optical contrast was adopted by placing the' 
anesthefzed rat on a plastic platform which attaches to the microscope stage. ' Fluids which 

s.multaneously keep the exposed Ussues from drying and warm them are constantly dripped 

upon the preparation. This procedure ensures a tissue life of several hours and at the same- 
time permits   continuous viewing of the desired parts. 

To provide greater contrast the intensities   in the   biological input image may be enhanced 
by  either analog  or digital means,  monitored   by  the   intensity  line display.    Another means of 

improving contrast that has been contemplated   is the   use   of special optical filters   to increase 
he   intensity   difference   between   points   in   the   blood   vessels   and   points   in   the   surround.ng 

t-ssue.    Specifically,  the vessels,  which already appear dark  to the  camera, would   be  made to 

appear   even   darker   by   selectively   attenuating   the   narrow   band   of   light   wavelengths  winch 

correspond   to   the   color of the   blood   in   the   vessels.     Although   preliminary   trials   with such 
optical filters have not yielded significant improvements, this approach has not ve, been elmun- 
ated from further study. 

Peristalsis   (involuntary   contracl.ons   m   the    walls   of  hollow   muscular   structures)  and 
the  other tissue motions mentioned by  Bloch have been observed in   some  of the preparations 

used to date.    However, it now appears that the problem of motion is not as grea, as was feared 

when   the  research  began:     by   carefully   controlling   the   temperature   and  Muant,ty   of  the llu.d 

dripped on the mesentery, movement in the field of view can be almost eliminated.    In order to 

ensure  the high-quality  performance  required in  a  production  system.   It might be necessary  to 

add  another  routine   to  the programs.    This   routine  would   establish   several  fiducial  edges  in 
the field   of view at the beginning of a measurement session.    Then  the routine  would  again be 



I 
I 

■6 !- 

I 
I 

I 
| 

| 

I 
I 

f 

) 

(a) Picture of Rat Mesentery Showing 
Ll loo d Vessels and Fat (j lobules 

(b) Corresponding Outline Image 

(2x2, NO10, C=30) 

Figure 31. Halftone and Outline Images of Rat Mesentery 
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Figure 32.  Blood Vessel Outlines with Typical 
Intensity Line Display 

(2x2, NC=10, C=70) 

^produced   from 
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I 
i Figure 33.  Blood V es sei Outlines with 

Measurem e n t S egmen L 

(2x2, NC=10, C=30) 

Reproduced   from 
be^'   available   copy. 
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entered  between measurements  to check on  these  edges.    If the edges had remained within a 
hon d.stance of their prev.ous locations,  the measurements would proceed at once: o.herw.   e 

rout.ne   would  cont.nue   to  check   tor  the   edges  or  to  try   to  find  them until the field of' 
view was realigned with the fiducial edges before proceeding. 

th 
lu a normal session with a  rat about an hour is spent in making ready.   During this perioc 

i^r'r:anest e,,zrs th.e ra;andm^ ™ — ^ *^* ■** ^^ ^ Lll appendix)   which    is   placed  under  the 
microscope.     At   the   same  t,me   the   operator allows 

.. ,    , m rie''l to  left  in  the waveform  along the right side t e    lct a d  the inu.nsified  .^ ^^ the ^^.^  ^ 8       o E     M   c 

- shown.   No.e that the dark vessels are easily seen in the waveform as deep valleys 

After the fluid   has been  set to drip on  the preparation,  the  svstem  is  calibrated  for the 
surements.   the physiologist points out the vessels  to  be measured,  and   the     ysl    s put 

mo th       on.        us  measurement mode.    The   same   area  as  in   Figures  3.   and  32   S   shown 

tha't t e edae    ""r"^6"1 -^ ^^ ^ ^ '«dlcated by the white   arrows.   N  . 
ha the  edges   o   the vessel  appear thicker between  the   dots:    tins  is   due to small varia io   s 

m  the  measured  length  over many measurements  that accumulate to cause   a short dis anc    „n 
each   s.de of the orig.na, edge to be  intensified.    Thereafter the system cont n    s ^ m      u 
wh.le  a vasoactlve substance is injected and begins to affect the  vessel diameters 
type   output   supplies   a   permanent   record   of  these 
physiologist. 

The tele- 
measurements   for   later  analysis   bv the 

The   photographs   in   this  section   sho\ 
^w  the capabilities   of the outlining transformation 

1 I       r.""        nieaSUrin8 bl0Od   VeSSe,S-    C-P— of the outlines   in Figures 
1. 32   and 3    with those  i„  Figure M  vividly demonstrates the improvement of the edge    etec 

on   scheme  from transformation SS to transformation AC.    ,n  the next chapter all the work on 
.he system ls summari.ed   and various  suggestions   for extending the   work are made     n   ,  d   T 
recommendations for improving both the outlining and  the measuring routines 
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I 
6. SUMMARY, CONCLUSIONS. AND EXTENSIONS 

I 

I 
I 

An existing on-line image processing system has been extended to measure distance 
between edges of objects in optical images. Such measurements are required for analyzing 
certain types of biological, metallurgical, and other visual data. Automatic measurement made 
possible by the system is especially useful when the measured distance changes as a function 

of time. Specifically, the system has successfully measured time-varying diameters of mesen- 
teric blood vessels of live rats. 

Particular advantages displayed by the system described here include low cost, flexibility, 
and speed. The image dissector camera, the processing transformations realized by the LINC, 
and the displays are all easily controlled, yet it is not difficult to modify them for new image 

processing applications. Any desired transformation of the multilevel input image can be pro- 

grammed and experimentally tested on the LINC with relative ease. In addition, the ability to 

accept a comparatively wide range of input image formats and sizes is a definite advantage for 
various applications. 

The   concept   of   scanning   the   image   as   a   two-dimensional   read-only   memory   is   also   an 

important  attribute of the   system.    Not only  does  this  method permit economical  use of memory 
by  requiring only relatively  small portions of the  total picture  to be in memory at one time, but 

it   also   keeps   up-to-date   information   alway  available    on-line.     This   mode also   permits   more 
efficient man-machine interactions to take place with the aim of optimizing system performance. 

Perhaps the largest limitation of the present system is the signal-to-noise ratio. Although 

a number of techniques (electronic filters, averag.ng methods, noise-suppressing transformations) 
have been used, the differential nature of the outline transformation continues to make it suscep- 
tible to noise. 

Recommended extensions   of this work fall naturally into two  classes:    (a) improvements of 
the outlining transformations   and (b) improvements of the measurement routines.   Certain changes 
in the existing transformations are easy to suggest.    For example, AC could be modified to keep 

a   short  plateau  from   stopping  one   accumulation   and   starting  another.     Another  possibility is 

the  combination of certain  aspects   of the  two processors;  an outline point might be located at 

the steepest portion of an accumulation instead of at the middle, for instance. Finally, completely 

new   transformations  can  be   tried:     applying  a  threshold  to  the   second derivative of intensity 
with respect todistance, as Mach's work seems   to suggest, is   one   example. 

For some purposes the most important change that could be made in the measurement 
routines is to increase their precision. That is, the measured dimensions would be reported 
w.th more significant decimal places by processing the data with a modified version of trans- 

formation AC. AUhough the original specifications for the system, which call for accuracy on the 
order of ten percent, have been satisfied by the present device, it is believed that even better 
results could be obtained  by making some rather major changes in AC. 

Other extensions of the measurement routines could include the calculation of area by 
specifying a region containing an object and programming the system to sum the finite-width 

measured lengths. Another obvious improvement already mentioned in section 4.4 is to permit 

multiple measurement segments so that several distances in the picture could be measured almost 
simultaneously. Also discussed before is the addition of routines to measure in any desired 

direction in the image. These changes are not considered necessary to prove the system, but 

they are probably required for production runs. Others of a similar nature might be added accord- 
ing to the requests of the particular user. 
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